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Abstract—Sorting is a fundamental operation in many large-
scale data processing applications. In big data computing, sort-
ing imposes a massive requirement on the available memory
bandwidth because of its natural demand for pairwise com-
parison. This high bandwidth requirement often leads to a
significant degradation in performance and energy-efficiency.
Processing-in-memory has been examined as an effective solution
to the memory bandwidth problem for SIMD and data-parallel
operations, which does not necessarily solve the bandwidth
problem for pairwise comparison. This paper proposes a viable
hardware/software mechanism for performing large-scale data
ranking in memory with a bandwidth complexity of O(1). Large-
scale comparison that forms the core computation of sorting
algorithms is reformulated in terms of novel bit-level operations
within the physical memory arrays for in-situ ranking, thereby
eliminating the need for any pairwise comparison outside the
memory arrays. The proposed mechanism, called RIME, provides
an API library granting the user application sufficient control
over the fundamental operations for in-situ ranking, sorting, and
merging. Our simulation results on a set of high-performance
parallel sorting kernels indicate 12.4 − 50.7× throughput gains
for RIME. When used for ranking and sorting in a set of
database applications, graph analytics, and network processing,
RIME achieves more than 90% energy reduction and 2.3−43.6×
performance improvements.

I. INTRODUCTION

The continued growth in IoT, mobile devices, and cloud-
based services have led to the emergence of large datasets
and big data workloads. Analyzing, querying, and filtering
massive amounts of data in a structured manner becomes
increasingly hard. In these cases, a large amount of data often
require to be sorted, either because of dataset properties [1], or
real-time requests from web users [2], or algorithm features
[3]. Also, sorting data is often the key to enabling efficient
searching algorithms [4]. Data clustering, an important kernel
in data mining applications, depends heavily on sort and search
operations [5]. Therefore, sorting an array of numbers is an
active area of research and a vital operation in many applica-
tion domains such as image processing, database processing,
genome analysis, and text analysis [6].

Several sorting algorithms were invented in every decade to
be well adapted to computer architecture and distributions of
data, such as radixsort [7], mergesort [8], and quicksort [9].
Further research has been conducted to identify efficient sort-
ing algorithms using hardware accelerators [10], multiple cores
by exploiting SIMD instructions [11, 12], GPUs [13], and
ASIC [14]. With the increase in the computational capability
of processors and GPUs by enabling more cores and threads,
the demand for memory bandwidth increases proportionally
[15]. For large datasets of size magnitudes larger than the

on-chip cache capacity, the demand for high memory band-
width results in sorting performance being bottlenecked by
the limited off-chip memory bandwidth. Large scale memory
management [16] and in-memory databases [17] have been
recently explored as a promising solution to the data movement
and bandwidth challenges. The efficiency of these techniques
primarily depends on minimizing data movement between
the processor cores and off-chip memory using a hierarchy
of memories, non-uniform access to memory, transactional
memories, and non-volatile technologies. Nevertheless, such
optimizations do not eliminate, but rather mitigate the extent
of data accesses to perform sorting on the processing core.

The recent advent of emerging memory interfaces [18, 19]
and cell technologies [20, 21] has enabled in-memory com-
putation with large-scale data parallel operations, such as
bitwise XOR. Prior work on processing in memory (PIM)
has shown various applications ranging from combinatorial
optimization [22, 23] and neural network computation [24–
26] to graph analytics [27]. The existing PIM solutions mostly
focus on accelerating matrix/vector operations inside memory
arrays or utilizing high bandwidth interfaces for near data
computation. Instead, RIME proposes an in-situ approach for
memristive ranking-in-memory using a HW/SW co-design that
minimizes the bandwidth requirements of sort algorithms. The
main contributions of this paper are as follows. (1) Large-scale
sorting workloads are characterized in terms of bandwidth
and throughput requirements. The primary reason for poor
performance of sorting at low bandwidths is identified. (2)
A novel memory system architecture is designed to enable in-
memory min/max computation using a large-scale massively
parallel bitwise algorithm. (3) The necessary driver support
and userspace API are provided to enable fine-grained control
over the proposed system for efficient in-situ ranking and
ordinary memory operations. (4) Detailed evaluations of the
proposed architecture at the system and circuit levels are pro-
vided, which indicate significant performance improvements
and energy savings over the existing systems.

II. BACKGROUND AND MOTIVATIONS

A. Applications of Sorting

Sorting is a fundamental operation in database applications.
For example, sorting is very common in query retrieval to pre-
pare the query results in a particular order by using OrderBy
clause. In addition, sorting may be necessary in several join
operations such as sort-merge join algorithm. It serves in in-
dex creation, user-requested output sorting, ranking, duplicate
removal, and grouping operations [28]. Numerous techniques



have been proposed ro realize efficient sorting based on multi-
core processors, GPUs, and SIMD architectures [4].

MapReduce is used to perform massive data sorting in
distributed system. In particular, Shuffle is an important part
of MapReduce that performs sorting and transferring outputs
of the maps to reducers [29]. The execution time of algo-
rithms such as Kruskal is dominated by sorting. Prim’s string
processing and Dijkstra’s algorithms are based on the priority
queue, which relies on sorting and ranking data in a queue.
Many other applications such as numerical computations,
combinatorial search, operations research, and commercial
computing are often based on sorting [30]. Moreover, sort-
ing the retrieval results from PageRank, HillTop, and HITS
(Hypertext Induced Topic Search) in a reasonable time is a
significant challenge [31]. Not only sorting integer values is
important but also several applications need sorting real-valued
data, which is not as simple as integer values. For example,
Kim et al. [32] exploits integer arithmetic on floating-point
data to reduce the execution time.

B. Sorting Algorithms

Quicksort. Quicksort was first introduced by Sir C. A. R.
Hoare in 1961 [33]. Quicksort is based on the divide-and-
conquer paradigm that resolves a complex problem by con-
stantly dividing it into simpler subproblems until it reaches a
point where the solution to the subproblems becomes trivial.
The algorithm starts with a Partition phase in which a bound
element (or a pivot) is selected from the given array as a divid-
ing line for partitioning it into two smaller segments (or sub-
arrays). At the end of the Partition phase, if the size of sub-
arrays is less than a cut-off amount, i.e., the solution becomes
trivial, the sub-arrays may then be sorted by known methods;
or even by employing programs specialized for sorting arrays
containing less than cut-off elements. Conversely, if the sub-
arrays are fairly large, the partitioning process continues for
further division of the sub-arrays into even smaller ones. The
time complexity of Quicksort is reported to be of the order
of O(n2) and O(n log n), for the worst and average cases,
respectively [34].

Mergesort. Mergesort was suggested by John von Neuman
as early as 1945 [34]. Similar to Quicksort, Mergesort also
employs the divide-and-conquer paradigm, and it recursively
sorts a given array of elements. As the name of the algorithm
represents, Mergesort consists of a merge algorithm and re-
cursive calls. The merge algorithm takes two or more non-
empty sorted arrays and outputs a final array that is also
sorted. Generally, Mergesort first divides the input array into
multiple sub-arrays, each containing only a single element, by
recursive calls; a subarray that contains only a single element
is considered to be sorted. Then, it repeatedly merges the
subarrays until there remains only one array, which is the
sorted output array [34].

Radixsort. Radixsort method employs a different scheme
compared to the previous sorting algorithms as it looks through
the individual digits of elements to perform a digit-inspection

process. For d-digit elements, starting from the most signif-
icant digit (MSD) to the least significant digit (LSD), the
algorithm sorts the elements, considering only one digit at
a time, in a way that all the elements that have smaller digits
appear on the left-hand side of elements with larger digits.
By iterating this process from d-1 to 0, the input array will
be sorted. Radixsort may also be applied in the opposite digit
direction (i.e., from LSD to MSD) [34].

Heapsort. Heapsort is based on the heap data structure, which
is a complete binary tree of data points. The maximum or
minimum value is always located at the root of the heap tree.
During each iteration of the algorithm, Heapsort removes the
root node from the array and substitue the root node with the
last element of the array and reheap the array [35]. The time
complexity of Heapsort is O(n log n).

C. Design Challenges and Opportunities

1) Memory Bandwidth Requirements: First, not all sort
algorithms exhibit the same bandwidth requirements. Figure 1
shows the number of accesses served by a memory system
below the on-die cache for Mergesort (M/S), Quicksort (Q/S),
and Radixsort (R/S). We consider two memory configurations
for this analysis: one with an unlimited bandwidth and the
other with an off-chip memory interface [36].1 Increasing the
workload size on the bandwidth-unlimited system results in a
higher number of memory accesses (Figure 1(a)), which may
be influenced by the number of processor cores (Figure 1(b)).
In real memory systems, however, the bandwidth is limited.
Figure 1 (c) shows the sustained memory bandwidth is more
restricted as the number of cores varies from 1 to 64.
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Fig. 1. Bandwidth requirements for sort algorithms.

Second, the performance of sort algorithms is sensitive
to the available memory bandwidth. Figure 2 shows the
throughput of the sort algorithms, in terms of million keys
per second (MKps), on three systems with different available
bandwidths. For this analysis, in addition to the unlimited and
off-chip bandwidths, we consider a high bandwidth memory
system with an in-package DRAM [37]. In an ideal memory
system with unlimited bandwidth (a), R/S outperforms both
Q/S and M/S at the cost of exerting significant data movement
on the memory interface. This superiority, however, is taken by
Q/S in the realistic memory systems with limited bandwidth–
i.e., the in-package (b) and off-chip (c) memories.

1Section VI provides the detailed system configuration.
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Fig. 2. Impact of available bandwidth on performance.

2) Opportunities and Potentials: The above analyses on
sorting algorithms indicate that (1) the bandwidth require-
ment scales linearly with the size of working set and (2)
the throughput of sorting is limited by bandwidth. Similar
observations have been made by the prior work on StreamBox-
HBM [38], where a sort-merge based algorithm for streaming
computation outperforms hash-join based approaches for in-
package memories. The prior work shows that throughput of
GroupBy, one of the key kernels in streaming computation,
increases linearly with increasing the number of cores for
HBM, while it stagnates beyond 16-cores for DRAM. Thus, if
there is way to remove this bandwidth bottleneck for sorting,
performance can be massively improved.

One of the main reasons sorting requires a large bandwidth
lies at the heart of the algorithms (i.e., comparison). In
naive terms, worst-case sorting requires all possible pairwise
comparison of values. Even though more sophisticated algo-
rithms such as Quicksort, Radixsort, and Heapsort improve
the bandwidth efficiency, still they don’t solve the underlying
issue, which is access to pairs of values in memory. In contrast,
RIME enables large-scale in-situ bitwise comparison that
massively improves the bandwidth efficiency by eliminating
unnecessary data movement on the memory interface. Given
the immense applications large-scale data sorting has, this
can potentially massively accelerate sorting kernels as part of
large-scale data processing applications.

D. Memristive Array Structure

Memristive technology has been promoted as an
alternative to the conventional memories due to their
scalability, non-volatility, and being free of leakage
power. Moreover, they have shown unique capabilities
for efficient in-memory processing. In particular, resistive
RAM (RRAM) is one of the most promising memristive
devices under commercial development that shows great
potential for building main memory systems [21].

wordline
bitline

selectline

1T-1R Cell

memristive
element

Fig. 3. The 1T-1R memory cell [39]
used for RIME.

Numerous cell architectures
have been proposed in
the literature that optimize
RRAM for better reliability,
density, and computational
capabilities. 1R crosspoints
are denser, but lacking isolated access to individual rows
and columns [40]. As the proposed in-situ approach requires

isolated column access a 1T1R memory cell (Figure 3) is
preferred over the 1R crosspoint.

III. DESIGN OVERVIEW

A. In-Memory Min/Max Computation

Inspired by the prior work on bit-serial median filters [41,
42], we design a new algorithm for computing the minimum
(or maximum) of any N numbers in k serial steps, where
k is the number of bits used for representing each number.
The proposed algorithm is applicable to signed/unsigned fixed-
point and floating-point number formats.

1) Unsigned Fixed-Point Numbers: We consider α integer
bits and β fraction bits to represent unsigned fixed-point
numbers. Every k-bit number is represented in the form of
bα−1· · ·b0•b−1· · ·b−β , where bis are the binary digits and
k = α + β. (Typically, β is set to 0 for representing pure
integer numbers.) The value of each number is computed
by

∑α−1
i=−β 2

ibi. Therefore, a number with more leading 0s
produces a smaller value; for example, 0001.11 is less than
0010.00. We employ this simple principle to design a bit-serial
algorithm for finding the minimum (or maximum) of multiple
numbers in a set. As shown in Algorithm 1, starting from the
most significant bit position (i.e., k − 1), we follow a k-step
algorithm to examine the binary values of all bit positions
(i.e., pos). At every step, some of the non-minimum (or non-
maximum) values may be removed from the set. First, we
search for 1 at the current bit position (pos) to form a selection
of matching numbers (sel). The selected numbers are removed
from the set only if the set and sel are not equal. As a result,
all the final remaining numbers in the set have the minimum
value.

Algorithm 1 Find the minimum of unsigned fixed-points
1: set← {all numbers}
2: for pos in (k − 1, · · · , 1, 0) do
3: sel← ∅
4: for all num ∈ set do
5: if numpos = 1 then sel← sel ∪ {num}
6: end if
7: end for
8: if sel 6=set then set← set− sel
9: end if

10: end for

Figure 4 shows how the proposed algorithm finds the
minimum of 5 unsigned fixed-point numbers with α = 3
and β = 2. First, the most significant bit of all numbers are
compared with 1 and the matching numbers (i.e., 4.00 and
6.50) are excluded from the set (Step 1). We then compare
the second most significant bit of the remaining numbers with
1. As we find no matches, none of the numbers is removed
from the set during Step 2. We repeat this process for the next
bit position during Step 3. As all the remaining numbers have
a matching 1 in the third bit position, none of the numbers
should be excluded from the set. During Steps 4 and 5, the next
matching numbers, respectively 1.75 and 1.25, are excluded



from the set. Finally, the remaining number in the set (i.e.,
1.00) represents the minimum value of the given numbers.

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

(a) Step 1 (b) Step 2 (c) Step 3

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

(d) Step 4

(e) Step 5 (f) Final

4.00 :  1  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
6.50 :  1  1  0   1  0

Fig. 4. Illustrative example of finding the minimum of 5 unsigned fixed-point
numbers.

2) Signed Fixed-Point Numbers: We use the two’s com-
plement format for representing signed fixed-point numbers
in the form of sbα−2· · ·b0•b−1· · ·b−β , where s is the sign
bit. Every signed fixed-point value may be computed by
−2α−1s+

∑α−2
i=−β 2

ibi. Similar to unsigned values, having 0s
in more significant bis results in a smaller value. However,
a 1 in the sign bit position makes the value negative. To
support signed numbers, we change Algorithm 1 to search
for matching 0s (instead of 1s) in the first iteration of the
loop (pos = k − 1). Therefore, the proposed algorithm can
exclude all the positive values from the set during Step 1 if a
mix of positive and negative numbers is given. If only positive
numbers are present, corresponding to the case where all bit-
values in the first iteration of the loop being zero, the operation
proceeds to search for matching 0s in the succeeding iterations
to find the minimum magnitude

3) Floating-Point Numbers: The IEEE standard for
floating-point arithmetic (IEEE 754) proposes a three-segment
layout for real-valued numbers comprising one sign bit (s),
a multi-bit exponent (e), and a multi-bit fraction (f ). Ev-
ery floating-point value may be computed by (−1)s×(1 +
f)×2e−b, where b is a positive bias added to the exponent.

Similar to signed fixed-point numbers, at the sign bit
position, the algorithm searches for 0s to remove from the
set. A constant offset is added to the exponent bits, but
that doesn’t change the monotonic relationship between the
actual exponent and the magnitude of the value represented in
the exponent bits. This makes it such that there is virtually
no difference in the algorithm between signed fixed-point
numbers and floating point numbers.

Figure 5 shows an example for finding the minimum of 3
numbers in a hypothetical 8-bit floating-point format similiar
to IEEE 754, with 4 mantissa bits and 3 exponent bits. At
the first step, the sign bit is checked. At the second step,
given that all values in the first (sign) column were not zero,
the algorithm searches for 1s to find the number with the
maximum possible magnitude. After step 4, only one selected
value remains, and that is the minimum value.

B. Rank/Sort/Merge Operation

In-memory min/max computation can significantly allevi-
ate the bandwidth costs of large-scale ranking, sorting, and

  18.00 :  0  1  1  1  0  0  0  1
 -1.625 :  1  0  1  1  1  0  1  0
   -0.75 :  1  0  1  0  1  0  0  0

(a) Step 1

  18.00 :  0  1  1  1  0  0  0  1
 -1.625 :  1  0  1  1  1  0  1  0
   -0.75 :  1  0  1  0  1  0  0  0

(b) Step 2

  18.00 :  0  1  1  1  0  0  0  1
 -1.625 :  1  0  1  1  1  0  1  0
   -0.75 :  1  0  1  0  1  0  0  0

(c) Step 3

  18.00 :  0  1  1  1  0  0  0  1
 -1.625 :  1  0  1  1  1  0  1  0
   -0.75 :  1  0  1  0  1  0  0  0

(d) Step 4

  18.00 :  0  1  1  1  0  0  0  1
 -1.625 :  1  0  1  1  1  0  1  0
   -0.75 :  1  0  1  0  1  0  0  0

(e) Final

Fig. 5. Illustrative example of finding the minimum of 3 floating-point
numbers.

merging operations.
1) Sorting: As established before, conventional sort algo-

rithms require a significant memory bandwidth due to their
complex access patterns for comparing pairs of data points.
Depending on the type of algorithm, the complexity of mem-
ory bandwidth for sorting N data points may vary between
O(NlogN) and O(N2) for large data sets [43].2 Our proposed
hardware/software approach lowers the bandwidth complexity
of sort operations to O(N) eliminating the unnecessary data
movement for finding min/max of given data points. From
the software point of view, the proposed sort operation is
carried out similar to reading data from an array of values.
For a specific data range in memory, every access can provide
the next minimum value of the array. Therefore, repeating
this process N times results in an ordered stream of data
from memory to the processor. First, the in-memory min/max
computer is initialized for a new data range in the memory. On
every sort access, the next minimum value of the data range
is computed and sent to the processor. Also, the newly found
data is flagged for exclusion from the data range for the next
sort accesses. The exclusion flags remain until the hardware
is initialized for a new sort operation or the data memory is
released through APIs provided (explained in Section V).

2) Ranking: Similar to sorting, conventional data ranking
algorithms consume a significant memory bandwidth. A nat-
ural way of finding the kth ordered item of N numbers is to
repeat a sort algorithm until reaching the kth min/max of the
numbers. This approach may result in a bandwidth complexity
of O(kN). Using the proposed in-memory min/max finder,
we can decrease the bandwidth costs of finding the kth
ordered value in a data range to k accesses, which indicates a
bandwidth complexity of O(k). For a given k, the in-memory
hardware repeats min/max computation for k iterations until
the desired value is found.

3) Merging: A merge operation refers to combining two
(or more) data sets into a single ordered set of data. The
resultant set may include all members of the input sets or
only data points that exists in all input sets (a.k.a., merge-
join in databases). Having a sorting algorithm at its heart,
the bandwidth complexity of merging is the same as that of
sorting. The conventional merge operations require a band-
width complexity as low as O(NlogN), where N is the size
of the resultant merged data; whereas, our proposed hard-

2The memory bandwidth complexity significantly reduces for small data
sets that entirely or partially fit in the on-chip cache.



ware/software solution reduces this complexity down to O(N).
To support fast merge operations, the in-memory hardware
implements concurrent min/max computation on multiple data
ranges. Figure 6 shows how to merge two data sets (A and B)
into a stream of ordered numbers. After initializing the data
ranges, software reads the first minimum value from each data
sets (i.e., 1 and 4). The smaller min value is 1 from A, which
is selected for the output stream. As a replacement for this
value, the next min value is read from A and the min selection
process repeats until all the values from both sets are accessed.
In the case of a merge-join operation, the output stream will
only include the min values that exist in both sets (i.e., 5).

5, 1, 3, 7, 10

4, 8, 5
1 3 4 5 5 7 8 10

join

merge

A

B

Fig. 6. Illustrative example of merging two data sets.

IV. PROPOSED ARCHITECTURE

Integrating a min/max compute logic in memory chips
may introduce significant overheads in terms of performance,
energy, and memory capacity. To minimize the overheads, we
propose minimal changes to the periphery and organization of
conventional memristive arrays for in-situ value ranking.

A. Memristive In-Situ Ranking

As explained in Section III-A, the key operation for bit-
serial min/max computation is a repetitive search for bit value
(1 or 0) within individual columns of a data array. At every
step, the outcome of the search is a match vector indicating
which rows of the array should be excluded from the data
set. As a result, the memory array needs to support two
new operations for bitwise column search and selective row
exclusion. To enable these new operations, we choose the
conventional 1T1R structure explained in Section II-D. As
shown in Figure 7, we propose extra control mechanism at
each memristive array to enable wordline activation selectively
and match vector generation on the selectlines, iteratively.
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Fig. 7. Enabling selective wordline activation and match vector generation.

1) Bitwise Column Search: Every column search is per-
formed on a set of selected cells within a particular column
of the array. A select vector, connected to all the wordlines,
determines the selected cells for each column search operation.
Initially, all memristive rows containing the data points are
selected by the select vector (Section IV-B2). The data points
are represented with multi-bit values stored in single-level

memory cells, where each cell represents a single bit of a
value. Therefore, each column of the array includes a bit value
from multiple data points. For every bitwise search, the bitline
driver of the current column is first enabled to make a read
current flow through the bitline. The bitline is connected to the
binary cells that represent 0 and 1 using high (H) and low (L)
resistance states, respectively. Ideally, the bitline currents reach
the selectlines (recall Section II-D) only after passing through
the selected cells that represent 1 with their low resistance
states. In practice, however, the cells with high resistance state
pass current too. But the significance of current flowing though
each memristive cells is inversely proportional to its resistive
state. To make a near-ideal situation for bitwise search, we
choose memristive devices that provide a large dynamic range
of resistance states (i.e., RH is much bigger than RL). By
sensing the selectlines, we perform a column read at the array
periphery. As shown in Figure 7, the result undergoes a
bitwise XNOR with the reference bit value, a 1-bit search
key, to generate a match vector.

2) Selective Row Exclusion: Row exclusion is performed
through loading the generated match vector into the select
vector, where more 1s may be turned into 0s. Therefore, we
reduce the number of selected rows for the next iteration of
bit-serial min/max computation. To ensure only non-minimal
values are excluded from the data set (Section III-A), the newly
generated match vector is only loaded into the select vector
if at least one of the selected cells differs from the others. As
shown in Figure 7, the All 0 or 1 Logic block generates the
load signal for the select vector latches. At the end of each
column operation, the contents of the select vector are updated
only if the load signal is driven high.

B. Memory Organization

1) Mat Architecture: One major component of the addi-
tional circuit for computing min/max within memory arrays
is the sensing circuit at each selectline for producing the
match vector. In a conventional memristive array, the sensing
circuits are connected to the bitlines for reading a row of the
array, whereas the proposed column search operation needs
the sensing circuits at the selectlines. We propose a physical
structure for the memristive arrays that enables sharing the
sensing circuits between read and column search operations.
Figure 8 shows how every four arrays within a mat share the
sensing and driving circuits for row read, column search, and
row write operations. At the center of each mat, a controller is
employed to operate the sense amps and drivers appropriately
for the received read, write, and column search commands. All
four memristive arrays are active during each mat command
to perform a bit parallel access. The outcome of each column
search is a binary signal indicating if at least one of the
mat arrays requires a row exclusion. This signal is then sent
upstream to the chip controller for further process.

2) Chip Organization: Building upon the proposed mat
structure, we design a memristive chip capable of storing
data points and performing in-situ min/max computation.
Every chip comprises a controller and multiple banks that are
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Fig. 8. Sharing sense and drive circuits for row read (a), column search (b),
and row write (c) operations.

connected using a data/index H-tree. The banks are further
divided into subbanks, which are similarly connected using an
internal data/index H-tree. Each subbank comprises multiple
mats and a selector to keep only one active mat per access.

Multi-Mat Management. Each mat is designed to compute
the min/max value of the data points independently. Though,
not all data may fit in a single mat. Therefore, a multi-mat
management is necessary to enable computing the min/max
value of larger data sets. Along these lines, we design a
special data/index tree that transfers data and address in
both directions between the chip controller and mats. (In the
conventional memory architecture, interconnection trees are
typically used for sending address and control in one direction
only, from the controller to memory arrays.) This capability
is necessary for two reasons: (1) the memory location of
the result is needed after every min/max computation and
(2) a global knowledge about all data points is necessary to
accurately perform a column exclusion across multiple mats.
Figure 9 shows an example that needs global knowledge for
a multi-mat exclusion. A column search command is sent
to 3 mats for finding 1s at the second most significant bit
of all the data points. The local search results are zero, all,
and one matches in Mats 0, 1, and 2 respectively. Following
the local mat computation steps, Mats 0 and 1 should not
exclude any data points due to having zero and all matches.
This, however, results in not excluding the numbers in Mat 1,
which is wrong. Instead, in a multi-mat row exclusion, all 3
mats need to be checked for the row exclusion needs. Each
mat, after comparison, returns 2 signals to the controller, one
value being the output of the “all 0 or all 1” logic, and the
other one indicating if there was a 1 in the column. In the
example case, the mat returns 00, 01 and 10 to the controller
for mats 0, 1, and 2 respectively. Based on this, the controller
decides which rows to exclude in computation. To realize this
mechanism efficiently, we use a specialized data/index tree
that ORes all the exclusion signals from the mats to signal the
chip controller for a required update to the select vectors.

0.00 :  0  0  0   0  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
1.75 :  0  0  0   1  1

2.00 :  0  1  0   0  0
3.75 :  0  1  1   1  1
3.50 :  0  1  1   1  0
3.25 :  0  1  1   0  1
2.50 :  0  1  0   1  0

0.50 :  0  0  0   1  0
1.75 :  0  0  1   1  1
1.25 :  0  0  1   0  1
1.00 :  0  0  1   0  0
2.50 :  0  1  0   1  0

Mat 0 Mat 1 Mat 2

Fig. 9. Multi-mat row exclusion.

Tree-based Index Computation. Upon completing a min/max
operation, which finds the global min/max output across the
span of selected mats, the data/index tree is expected to
compute the memory address of the output. We design the
data/index tree to act as a priority encoder that selects only
one min/max value per bitwise column search. The outcome of
each min/max computation is a multi-bit index progressively
produced in the data/index tree and sent upstream from the ar-
rays. Each bit of the index is generated by one of the tree nodes
along the path. Figure 10 shows an example index generation
for 16 arrays across 4 memristive mats, where arrays 2, 7, and
12 contain the min/max value. Each mat generates a binary
signal (i.e., E) indicating if it contains the min/max value3

and an initial index (i.e., A) representing which array/row has
the min/max value.4 At every node of the tree, Ai and Ei
signals that form the two children are combined to generate An
and En. En is a binary signal computed by ORing the same
signals produced by the children. An is, however, a multi-bit
value produced through concatenating a most significant bit to
a selected index from the children. A0 is selected if E0 is 1;
otherwise, we choose A1. The additional bit is computed by
E0∧E1.

10 11
8 9

2 3
0 1

6 7
4 5

14 15
12 13

110 111

1010

10010

1   0

A0

A1E0
E1

En
An

0xx111 100

1100

Fig. 10. Calculating the address of the minimum value in H-trees.

The output of index-reduction per column-wise computation
is sent to the chip controller, which performs per-mat global
select vector update. The process continues till either we reach
LSB or only 1 selected value is left across all selected mats.
Once we reach LSB, and multiple selected values are left, all
selected values are the same minimum value in the dataset.
The output of the index reduction tree at this stage would
correspond to the array with the lowest address having the
mimimum value which ensures stable sort of data.

10 11
8 9

2 3
0 1

6 7
4 5

14 15
12 13

101

0101

01

10 11
8 9

2 3
0 1

6 7
4 5

14 15
12 13

1010

10

010

Begin (5) End (10)
begin

address

end
enable

Fig. 11. Initializing the select vectors via H-trees.

Select Vector Initialization. To make use of the proposed in-
situ accelerator, it is necessary to initialize the select vector
of all memristive arrays containing the data points prior to
the iterative Min/Max computation. We allow the application
to determine an address range for every initialization at the
software level (Section V). The process is then completed in
hardware by sending the begin and end of the address range

3The exclusion signal is reused for this purpose.
4Priority is always given to the smaller indices.



to the data/index tree. From root to leaves, the begin and end
exclude all tree branches with addresses respectively below
and above the address range. At the memristive arrays of the
remaining branches, the select bit of each row is set to 1 if it
is within the range; otherwise, it is set to 0. Figure 11 shows
how the begin and end signals, specifying an address range
from 5 to 10, are sent to the memory arrays. Every node of
the tree relays signals to one or both of its children based a
certain address bit. This way, we use a fast and efficient way
for initializing select bits prior to in-situ computation.

V. SOFTWARE-HARDWARE INTERFACE

In this paper, we use a DDR4 [36] interface to enable
fast and efficient byte-addressable communication between
software and the proposed accelerator. Depending on the
application requirements, modules of the proposed memristive
architecture may be included in the system for storage and in-
memory data ranking purposes. A small fraction of the address
space visible to software within every chip is mapped to an
internal RAM array, and is used for implementing the data
buffers and the configuration parameters. Software configures
the on-chip data layout and initiates the optimization by
writing to a memory mapped control register. Both memory
configuration and data transfer accesses are performed through
ordinary DDR4 reads and writes. This is made possible
by making all accesses to the accelerator in-order strong-
uncacheable.

DIMM Organization. To support large-scale data ranking
problems whose working set does not fit within a single chip, it
is possible to interconnect multiple RIME chips under a dual
in-line memory module (DIMM) [44]. Moreover, a system
may include multiple DIMMs for larger data. Each DIMM is
configured to be either used in the RIME mode or normal
storage mode, decided at the system boot time. Runtime
reconfigurability between the RIME and normal storage modes
is not allowed owing to constraints imposed by the tree-based
index reduction architecture (more details are provided in
Section V). Each DIMM is equipped with control registers,
data buffers, and a controller. The controller receives the
DDR4 commands, data, and address bits from the external
interface, and orchestrates the necessary data movement and
computation among all of the chips on the DIMM.

Software Support. The proposed system provides a userspace
API library for efficient utilization of the in-memory process-
ing capabilities by the user. The API enables applications to
(1) allocate memory in the accelerator, (2) configure hardware
prior to each computation, and (3) compute the min/max of
the dataset. Any allocated memory in the accelerator may be
used as normal with load and store instructions, within the
constraints imposed by the tree based index reduction method.

The various functions offered as part of the RIME API,
along with usage, are shown as part of an example code snippet
in Figure 12. We design rime_init(), rime_min(), and
rime_max() as part of the API to initialize the hardware
and compute the minimum and maximum values, respectively.

The 3rd argument of rime_init() function call specifies
the data type stored in the memory. rime_min() and
rime_max() have an argument that takes a pointer to the tar-
get sorted array. The main operation of rime_init() is con-
figuring the data/index tree and setting the operational mode of
the chip controller. Also, rime_init() allows for defining
a sub-region within a region defined by rime_malloc()
for min/max operation through appropriate arguments. This
capability enables user flexibility in controlling the ranges of
data in consideration for specific operations.

// Example: find 100 min values within 2GB of data
start_addr = 0x3000FFFF;
end_addr = 0xB000FFFF;
int sorted_list[100];

rime_malloc(start_addr, end_addr);

rime_init(start_addr, end_addr, type);

for(int i = 0; i < 100; i++) {

    rime_min(start_addr, end_addr, i,sorted_list);

    //rime_max(start_addr, end_addr, i,sorted_list);

}
//sorted_list has the 100 least values in sorted order

rime_free(start_addr, end_addr); 

Directs the system to allocate contiguous
memory in a RIME defined region.

Directs the system to deallocate contiguous
memory in a RIME defined region.

Initializes a previously allocated region or
sub-region within the allocated region for a 
new sort/rank/merge operation.

Performs the computation for finding the 
minimum value within a region/sub-region 
specified by rime_init

Performs the computation for finding the 
maximum value within a region/sub-region 
specified by rime_init

Fig. 12. Example code snippet for forming a sorted list.

Memory Allocation for RIME. The tree-based reduction
connects multiple physically contiguous mats in a sub-bank
(Section IV-B2). This makes it necessary that large chunks of
contiguous virtual memory be allocated to contiguous mats of
physical memory to efficiently utilize the tree-based reduction
method. Moreover, reservation of such virtual pages onto a
contiguous physical space on demand could become impossi-
ble due to physical memory fragmentation. This necessitates
that there exist no fragmented physical region allocation to
virtual space when rime_malloc is called. RIME ensures
this requirement through a driver that avoids fragmentation
prone allocation on the RIME defined address spaces. The
driver has tunable parameters to specify the number of pages
that should be reserved on startup during an mmap call, and
the number of additional pages to reserve when the initially
reserved block gets full (similar to many malloc implemen-
tations). When the available reserved blocks are all taken,
the driver reserves additional contiguous physical memory and
expands the existing allocated memory region.

A

B

C

Unallocated

(b) RIME(a) Conventional

Fig. 13. Physical page allocation for malloc in the normal storage mode (a)
and RIME defined DIMMs (b).

Such a difference in memory allocation between the RIME
defined and normal storage regions is highlighted in Figure 13.
Each small square in the figure denotes a physical page.
There are three instances of malloc calls (A, B and C),
each of different size, within a region reserved by mmap
for the normal storage mode (a) and the contiguous RIME



mode (b). In the conventional case of memory allocation, a
virtually contiguous address space of multiple pages may not
be mapped to physically noncontiguous pages. In such a case,
it is highly inefficient to perform RIME operations because the
system cannot exploit its reduction tree to efficiently compute
the minimum value index for every column-wise comparison.
In the RIME defined regions, physical pages of each malloc
are contiguous, thereby utilizing the tree reduction, efficiently.

One drawback of the contiguous physical page allocation
is that if the size of rime_malloc request exceeds the size
of any physically unallocated contiguous space in the RIME
region, memory allocation for that malloc is not possible.
This is accounted for in the rime_malloc implementation,
which returns a null pointer in such cases. Therefore, the user
can try using rime_free to free up unnecessary allocated
memory within the RIME region and try memory allocation
again. It is notable that a contiguous physical region is only
necessary if the DIMM address space should be used for
RIME computation. In the case of using the DIMM for normal
memory purposes, the conventional allocation mechanism is
sufficient.

Address Mapping and Multi-DIMM Support. DRAM ad-
dress mappings may be interleaved at fine granularity across
channels to exploit further parallelism during block transfer. A
RIME DIMM does not allow for such address mapping (Sec-
tion V): assume two 1GB single-DIMM channels (RIME 0 and
RIME 1); the address space 0x00000000–0x3FFFFFFF
maps to RIME 0 and 0x40000000–0x7FFFFFFF maps
to RIME 1.5 Each rime min/rime max call is accompanied
by the starting/ending addresses of the target data range
as arguments (Figure 12). Therefore, all the chips within
each RIME DIMM are configured for the operational address
ranges. If the data spans more than one channels, the API
sends multiple such commands to the RIME DIMMs.

[248, 125, 16, 49, 105, 192, 14, 218] [122, 147, 11, 56, 87, 12, 21, 442]

ACTIVE CHIPS - 1(7)

[248, 125, 16, 49, 105, 192, 14, 218] [122, 147, 119, 56, 87, 12, 21, 442]

[248, 125, 16, 49, 105, 192, 14, 218] [122, 147, 119, 56, 87, 258, 21, 442]

ACTIVE CHIPS - 0

ACTIVE CHIPS - 0 ACTIVE CHIPS - 1(3)

ACTIVE CHIPS - 0 ACTIVE CHIPS - 1(5)

RIME 0 RIME 1

[248, 125, 16, 49, 105, 192, 5, 218] [122, 147, 11, 56,  87,  12,  21, 442]

i = 0

i = 1

i = 2

i = 3

Fig. 14. Example of sorting in case of data spread across multiple channels

Figure 14 shows an example two channel RIME system,
where each channel has 8 chips. Four iterations of the for-
loop in Figure 12 are shown. During the first iteration, software

5The bit location 230 is used to extract the DIMM address.

activates all the chips across all DIMMs to receive a single
min/max value from each chip.6 The library buffers these
values and performs a comparison in CPU to find the absolute
min/max value (circled in the figure). Next, only the chip that
had the minimum value in the previous iteration will be active,
which returns a new min/max value to replace the previous
one. For example, at i = 1, the chip in RIME 1 which earier
computed the minimum value of 5 needs to compute a new
minimum value This process will continue for 100 iterations
to find the 100 minimum values. The extra buffered values are
discarded when a new rime_init() is called for the same
address range/sub-range, and proceeding rime min/rime max
follow the same approach.

VI. EXPERIMENTAL SETUP

A. Architecture

Based on the prior work on ESESC [45], we develop a
QEMU-based cycle accurate simulator to model a multicore
out-of-order processor. For the baseline systems, we interface
the processor to cycle accurate components for an off-chip
main memory using DDR4 DRAM [36] and an eight-vault
HBM [37]. To realize the proposed API and software support,
we modify QEMU for an extended version of memkind
library [46] that enables special memory allocation and in-
memory ranking. Table I shows the simulation parameters.

TABLE I
SIMULATION PARAMETERS.

Core Type 64 4-issue cores, 2 GHz, 256 ROB entries

C
ac

he Instruction L1 32KB, direct-mapped, 64B block, hit/miss: 2/2
Data L1 32KB, 4-way, LRU, 64B block, hit/miss: 2/2, MESI

Shared L2 8MB, 16-way, LRU, 64B block, hit/miss: 15/12

H
B

M

Memory 2KB row buffer, 2GB DDR4-2000,
Configuration Channels/Ranks/Banks: 4/8/8

Timing tRCD:44, tCAS:44, tCCD:16, tWTR:31, tWR:4, tRTP:46, tBL:4,
(CPU cycles) tCWD:61, tRP:44, tRRD:16, tRAS:112, tRC:271, tFAW:181

M
ai

n

Memory 8KB row buffer, 8Gb DDR4-1600 chips,
Configuration Channels/Ranks/Banks: 4/2/8

Timing tRCD:44, tCAS:44, tCCD:16, tWTR:31, tWR:4, tRTP:46, tBL:10,
(CPU cycles) tCWD:61, tRP:44, tRRD:16, tRAS:112, tRC:271, tFAW:181

R
IM

E

Memory Channels/Chips/Banks/Subbanks: 1/8/64/64, 1Gb DDR4-1600
Configuration compatible chips, 512x512 SLC subarrays, die area: 20.54mm2

Timing and tRead: 4.3ns, tWrite: 54.2ns, tCompute: 282.5ns, vRead: 1V,
Power vWrite: 2V, vCompute: 1V, compute energy/chip: 51.3nJ

B. Circuits

We model the data array, sensing circuits, drivers, mat
controller, and interconnect elements using SPICE predictive
technology models [47] of NMOS and PMOS transistors
at 22nm. To estimate the area, delay, dynamic energy, and
leakage power of proposed memristive system, we perform
circuit simulations for the building blocks using Cadence
(SPECTRE) [48]. Then, we use the resistive memory pa-
rameters provided by the prior work [49] to evaluate the
read/write/compute voltages, area, delay, and energy of the
data arrays. All the additional gates, latches, and the con-
trol logic are synthesized using the Cadence Encounter RTL
Compiler [50] with FreePDK [51] at 45nm. The results are
then scaled down to a 22nm memory technology node. All

6The chip controller excludes this value from the range.



the SRAM units for the tables and data buffers at the chip
controller are evaluated using CACTI 6.5 [52]. To estimate
the system power/energy, we use the cycle-accurate simulator
in coordination with McPAT [53] for the processor die, Micron
power calculator [54] for the main memory, and prior work on
HBM memories [55] for the in-package memory architecture.

The overheads associated with the additional circuitry is
measured through modeling with CACTI 6.5 [52]. The match
vectors incur a 3% area overhead per mat. Including all addi-
tional latches, control logic, tree reduction and multiplexers,
each mat has an 8% area overhead and 5% die overhead.

C. Workloads

In addition to various sorting kernels (i.e., mergesort, quick-
sort, radixsort, and heapsort), we develop two versions of six
applications for execution on the proposed RIME architecture
and the conventional multicore CPU with in-package and off-
chip memory systems. All of the workloads are compiled with
GCC using the -O3 parameter for the MIPS64 ISA.

GroupBy. Scalar aggregate and GroupBy are two types of
aggregates often used to summarize a large set of records
for strategic decision making. In particular, GroupBy refers
to generating a set of groups for a given table7 [4], which is a
key operator for decision support systems, database, and big
data processing [56]. In GroupBy, the whole table is split into
several groups depending on a specific key. Then, functions
such as filtering, aggregation, and transformation are applied
within each group. Finally, the groups are merged or joined
to create a new table. Sorting is at the heart of modern large-
scale GroupBy functions [38]. We devise a key-value database
using quick sort (Q/S) for the GroupBy application to achieve
the highest throughput.

MergeJoin. Sort MergeJoin is a key operation in database
systems, which refers to combining records from several
tables. Numerous proposals have been made to accelerate
MergeJoin through parallelism [57] or FPGA accelerators [58].
For the key-value database, we devise a MergeJoin that sorts
two large tables to generate a new table that includes only
items that exist in both input tables.

Kruskal’s and Prim’s Algorithms. Minimum spanning tree
(MST) is a crucial concept in graph theory. It plays a key role
in a broad domain of applications, including vehicular ad-hoc
network (VANET) [59], multi-level Steiner tree [60], touring
problems, VLSI layout, network organization, and rail transit
network [61]. Kruskal’s and Prim’s algorithms are two main
tools for forming MST a given graph. In Kruskal’s algorithm,
all the graph edges are sorted from low weight to high. Then,
the graph edges are iteratively added to the output MST. Prim
starts from a vertex and iteratively finds a local vertex with
the minimum cost to include in the output MST.

Dijkstra’s Algorithm. It finds the shortest paths from a source
graph node to all other nodes. The algorithm needs data to be

7Whereas, in scalar aggregates, the whole table is grouped and a single
value is produced.

sorted first. This algorithm is very common in network routing
protocols [62–65]. We devise a program that iteratively finds
a vertex with the minimum distance from the source node.
The algorithm is similar to Prim’s algorithm. However, Prim
provides a minimum spanning tree, but Dijkstra prepares a
shortest path tree.

A*-Search Algorithm. A*-search is a smart algorithm for
path finding and graph traversal, which is commonly used for
finding the shortest path from one point to another in a graph
with multiple obstacles. The algorithm plays a significant
role in robotics, web-based maps, virtual reality systems,
geographic information system, and games [66–68]. We realize
a 2D binary matrix representing the obstacles with 0 and non-
obstacles with 1. The algorithm is then to find a path from the
source to a destination only through non-obstacle paths.

Strict Priority Queue. In the priority queue, data is arranged
in descending/ascending order based on their priority. Every
dequeue operation results in removing the minimum/maximum
entry of the queue based on their values. We use the heap
structure for the baseline priority queue application. Numerous
algorithms in network for routing and congestion management
are based on strict priority queue [69].

From the above workloads, Dijkstra’s, Kruskal’s, and Prim’s
algorithms work with IEEE-754 floating-point values, while
the rest of the workloads are of type integer. Note that if the
dataset uses fixed-point, it is processed by RIME in the fixed
point mode; if the dataset uses floating-point, it is processed
in the floating-point mode. No data conversion is required.

VII. EVALUATIONS

A. Performance

Sorting. Figure 15 shows the throughput of various sort
algorithms, in terms of million keys per second (MKps), using
RIME and the baseline systems when the data size varies
from 0.5-65M keys. RIME achieves a superior performance
over both the baselines for all the evaluated data sizes. As
compared with the off-chip baseline, the in-package memory
offers a higher memory bandwidth, which results in average
throughput gains of 2.4× (M/S), 2.3× (Q/S), 8.1× (R/S),
and 1.9× (H/S). In contrast, RIME lowers the bandwidth
complexity of sorting via in-situ computation, thereby gaining
30.2× (M/S), 12.4× (Q/S), 50.7× (R/S), and 26× (H/S)
average throughputs.
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Fig. 15. Throughput of the evaluated sorting algorithms.

Merging. GroupBy and MergeJoin heavily rely on sorting key-
value entries. As shown in Figure 16, for the range of evaluated



data sizes, the HBM implementation of GroupBy achieves
1.1− 2× better performance than off-chip DRAM. Whereas,
RIME improves performance by 5.4 − 23.1×. Similarly, the
HBM version of MergeJoin performs 1.1−2× better than the
off-chip DRAM baseline; while, RIME improves performance
by 5.6− 24.1×.
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Fig. 16. Throughput of merge and join algorithms for various sizes.

Ranking. Figure 17 shows the throughput of various algo-
rithms based on data ranking. RIME improves performance
significantly. For Kruskal, the HBM implementation achieves
2.8 − 3.7× of the off-chip performance; while, RIME gains
8.5 − 20.9×. Similarly for Dijkstra, the performance gains
over the off-chip baseline are 1.2 − 2.2× and 7.5 − 17.2×
for HBM and RIME, respectively. Such performance gains
for RIME are enabled due to the significant reduction in
memory bandwidth requirements. We observe similar trends
in Prim and A*-Search. The performance gains for Prim are
2− 4.4× and 6.3− 14.3× for the HBM and RIME systems.
As compared to the off-chip system, A*-Search on HBM
and RIME respectively achieve the 1 − 1.1× and 2.3 − 23×
performance of the off-chip DRAM baseline.
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Fig. 17. Throughput of graph algorithms for various sizes.

Across all the evaluated applications, we found the perfor-
mance of ranking with RIME pretty insensitive to data size.
However, when executing an application, multiple ranking
operations may be carried out in between frequent RIME ini-
tialization and application phases that are sensitive to data size.
Therefore, we observe a stagnation in throughput of RIME as
data size increases for most of the evaluated workloads.

Strict Priority Queuing. We evaluate the strict priority queu-
ing using a packet processing workload, where two threads are

used for adding and removing packets to a buffer. On every
remove, a packet with the minimum key value is removed
from the queue. To model various loads and packet rates, we
assess performance for a range of initial buffer sizes (0.5-65M
packets) and various ratios of packet add to remove (i.e., R).
Figure 18 shows the throughput of removing packets from the
buffer for RIME and the baseline systems. We use a heap
structure for the baseline priority queues, which need heap
maintenance at both insert and remove operations. Therefore,
increasing the buffer size and add-to-remove ratio results in a
lower throughput for the baseline HBM and off-chip system. In
contrast, RIME achieves a constantly high throughput due to
using ordinary memory writes for adding packets to the queue
and low complexity accesses for removing packets from the
buffer. Across all the evaluated sizes and rate, RIME gains
6.1− 43.6× better performance than the both HBM and off-
chip baselines.
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Fig. 18. Throughput of strict priority queue for various packet rates and sizes.

B. Power and Energy

The proposed software library (V) for controlling RIME
DIMMs ensure a peak power of 1W for all the evaluated
applications. For system energy evaluation, we execute all
the evaluated workloads for 65M keys. Figure 19 shows the
system energy consumed by the HBM and RIME systems
normalized to the off-chip baseline. The HBM system con-
sumes an average of 24% more energy than off-chip for
A*-Search and Strict Priority Queues. This is mainly due
to (1) similar execution times of the two baselines and (2)
the additional static power consumed by the in-package and
off-chip memories in the HBM baseline. As for the other
applications, HBM can significantly reduce the execution time,
thereby decreasing the system energy by about 40%. RIME
achieves average energy reductions of 94% (Kruskal), 92%
(Dijkstra), 91% (Prim), 95% (GroupBy), 95% (MergeJoin),
94% (A*-Search), and 96% (Strict Priority Queuing).
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C. Lifetime

RRAM devices can endure a finite number of writes ranging
from 106 to 1012 [70–72]. We assess the impact of this finite
endurance on the lifetime of the proposed memristive system.
Notice that wear is only induced by writing to the memristive
arrays. Therefore, we need to track the number of writes
performed per memory locations during the execution of each
workload. Notably, unlike the conventional sort algorithms,
RIME does not require any data swap during the sort iterations.
Therefore, no additional writes to the memristive cells are
necessary during a RIME sort operation. Also, it is notable
that the initialization and exclusion are performed to the flag
bits implemented in CMOS latches. By tracking the total
number of writes per second carried out during the execution
of all applications, we first identify a block with the highest
write frequency. Then, we compute the lifetime assuming that
the most frequently written block keeps getting writes at the
same rate until it stops working. Based on this study for 108

writes, we expect at least 376 years lifetimes for the evaluated
applications.

VIII. RELATED WORK

Sorting with SIMD and GPU Accelerators. Software ap-
proaches have been proposed to exploit SIMD instructions
for utilizing data-level parallelism in sorting applications [11].
Inoue et al. [11] present a sorting algorithm based on a multi-
way Mergesort that reduces the cache misses through avoiding
random accesses for rearrangement of data. CloudRAMSort
performs large-scale distributed sorting by using SIMD and
multicore architectures [73]. Hou et al. [13] propose a seg-
mented sort mechanism for load balanced processing on GPUs
by combining or splitting data segments of different sizes.
Stehle et al. [16] propose a hybrid Radixsort that reduces
the amount of memory transfer in GPUs. Satish et al. [74]
present an implementation of Radixsort and Mergesort on
many-core GPUs by considering fine-grained parallelism and
minimal global communication. Several algorithms have been
devised to improve the performance of modern databases
using parallel multicore processing, SIMD instructions, GPUs,
and ASIC [75]. Albutiu et al. [57] develop a parallel sort-
merge algorithm to minimize the query response times in
databases. Chhugani et al. [15] present a multi-threaded SIMD
implementation of Mergesort based on the binary tree to
better utilize bandwidth . The existing software solutions rely
on improving performance through reducing data movement
between the processor and memory. However, they don’t solve
the fundamental issue, which is the need for accessing data
from memory. In contrast, RIME enables in-situ ranking with
no need to transfer data from memory to the processor.

Sorting with FPGA and ASIC Accelerators. Kobayashi
et al. [76] propose an FPGA-based sorting accelerator that
receives data from a host PC through PCIe bus and sends the
sorted data back. Bonsai [77] proposes an adaptive merge-tree
based sorting solution to optimize FPGA sorting performance
across all scales of data (MB to GB). Zhang et al. [78] develop

a CPU-FPGA heterogeneous platform for Mergesort. Casper
et al. [79] present a hardware design for selection, merge join,
and sorting for database applications. Specialized hardware
has been also considered for accelerating sort operations [14].
These solutions still require moving data from memory to
the accelerator prior to sorting. Whereas, RIME enables both
storing and sorting within the same memory arrays with no
need for moving data elements.

Ranking Accelerators. Numerous techniques have been pro-
posed in the literature to speedup median computation. Kumar
et al. [80] present a hardware implementation for computing
the median of 25 integers in three clock cycles at 394 Mhz.
Szanto et al. [81] propose a hierarchical histogram based
median filter in GPUs for parallel applications. Sindhu et
al. [82] design a comparator for fast sorting and ranking data.
Venkatappareddy et al. [83] propose a methodology to employ
the binary median filter for polynomial expressions. Lin et
al. [84] propose a 1D comparison-free bit-level median filter
by cascading different median units. Rupesh et al. [85, 86]
examine a data clustering accelerator based on in-situ me-
dian calculation in RRAM. Unlike the existing solutions, the
proposed memory system is capable of accelerating sort and
general ranking operations rather only finding the median.

In-Memory Processing. In the literature, numerous accelera-
tors have been proposed for in memory processing that aim at
reducing data movement between the processor and memory
through performing computation on the memory chips. Com-
putational RAM [87] builds a system, where SIMD pipelines
are placed next to the memory arrays for in-memory compu-
tation. A similar approach is proposed by Parallel PIM [88]
to perform SIMD operations in memory. Active Pages [89]
propose a microprocessor that includes additional logic circuit
in DRAM chips for in-memory computation. FlexRAM [90]
and intelligent RAM (IRAM) [91] are other examples for
in-memory processing that have been evaluated on different
technologies. However, RIME focuses on fast and efficient in-
memory ranking for a different class of applications.

IX. CONCLUSIONS

Large scale sorting is a fundamental operation for fu-
ture data intensive applications. This paper characterized the
bandwidth and throughput requirements of large-scale sorting
workloads and identified the primary reason for poor perfor-
mance of sorting. As an effective solution for the bandwidth
problem in sorting applications, we examined a novel memory
system capable of data ranking in memory. The proposed
architecture exhibits significant potentials for orders of mag-
nitude performance and energy-efficiency gains for the future
large scale data processing.
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